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План курса

1. Введение в методологию и практику интеллектуальных технологий и машинного обучения для 

целей официальной статистики.

2. Методы автоматизации сбора и обработки статистических данных.

3. Применение машинного обучения для классификации и аналитической группировки в 

официальной статистике.

4. Кластеризация и выявление скрытых закономерностей в официальной статистике.

5. Использование генеративных моделей и технологий text mining в семантическом анализе 

текстовых данных.

6. Геопространственная официальная статистика: методы машинного обучения и технологии ИИ.

7. Этические, правовые и организационные аспекты внедрения интеллектуальных технологий в 

статистике.
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1. Актуальность курса

В эпоху цифровой трансформации 
государственного управления интеграция 
искусственного интеллекта в 
официальную статистику становится не 
просто технологическим новшеством, а 
стратегической необходимостью для 
обеспечения:
•  качественного анализа социально-

экономических процессов и принятия 
обоснованных решений на всех 
уровнях власти, 

• повышения качества удовлетворения 
информационных потребностей 
бизнеса, СМИ, населения



Связь с национальными 

стратегиями развития ИИ и 

статистики

Указ Президента РФ 
от 15.02.2024 № 124

Обновлённая Национальная стратегия 

развития искусственного интеллекта до 

2030 года от 15 февраля 2024 года 

устанавливает амбициозные цели по 

масштабированию ИИ-технологий во всех 

секторах экономики и государственного 

управления.

СТРАТЕГИЯ РАЗВИТИЯ СТАТИСТИКИ

Курс отвечает задачам обоих документов, предоставляя 
методологические и прикладные знания для внедрения методов МО и 
ИИ-технологий в систему государственной статистики для повышения  
качества, оперативности и глубины анализа данных.

СИНЕРГИЯ СТРАТЕГИЙ

Активное внедрение 
искусственного интеллекта 
(ИИ) для улучшения качества и 
оперативности сбора, 
обработки и анализа 
статистических данных. 



Регулирование ИИ в Российской Федерации 
Указ Президента Российской Федерации от 
10 октября 2019 г. № 490 «О развитии 
искусственного интеллекта в Российской 
Федерации» утверждена Национальная 
стратегия развития искусственного 
интеллекта на период до 2030 года 

Указ Президента Российской Федерации от 15 
февраля 2024 г. № 124 были внесены изменения 
как в указ 2019 года, так и в саму «Стратегию»

«Искусственный интеллект — комплекс технологических 
решений, позволяющий имитировать когнитивные 

функции человека (включая поиск решений без заранее 
заданного алгоритма) и получать при выполнении 
конкретных задач результаты, сопоставимые с 

результатами интеллектуальной деятельности человека 
или превосходящие их. Комплекс технологических решений 

включает в себя информационно-коммуникационную 
инфраструктуру, программное обеспечение (в том числе 
использующее методы машинного обучения), процессы и 

сервисы по обработке данных и поиску решений»»

▪ ОПРЕДЕЛЕНИЕ 
ИИ

▪ ДОВЕРЕННЫЕ 
ТЕХНОЛОГИИ 

ИИ



КОГНИТИВНЫЕ ФУНКЦИИ ЧЕЛОВЕКА И ИХ РОЛЬ В 

РАБОТЕ ИИ С БОЛЬШИМИ ДАННЫМИ

Когнитивные функции — это высшие 
психические процессы, позволяющие человеку 
воспринимать, обрабатывать и использовать 
информацию. 

При работе с большим объемом данных 
понимание этих механизмов становится ключом 
к созданию эффективных систем искусственного 
интеллекта



Память

Хранение и воспроизведение информации, 

критична для анализа больших данных и 

построения связей между разрозненными 

фактами

Внимание

Выбор и концентрация на релевантных 

данных среди огромного объёма 

информационного шума

Критическое мышление

Оценка, анализ и синтез информации для 

принятия взвешенных и обоснованных решений

Логика и аналитика

Выявление скрытых закономерностей, построение предсказательных 

моделей и систематизация больших объёмов данных

Креативность и интуиция

Генерация новых гипотез и нестандартных решений, которые ИИ пока не 

способен полноценно заменить без человеческого участия

Когнитивные функции человека: ключевые способности



Какие когнитивные функции 
являются специфическими для 
работников официальной 
статистики?

• Логическое и образно-теоретическое мышление, 
которое позволяет анализировать, синтезировать и 
обобщать статистические данные для формирования 
выводов и рекомендаций.

• Чувствительность к информационным изменениям, то 
есть способность фиксировать и адекватно реагировать 
на новые данные и изменения в статистической 
информации.

• Таксономичность — умение систематизировать и 
классифицировать информацию, что важно при работе с 
большими массивами данных и построении 
статистических моделей.

• Внимание и память, обеспечивающие точность и 
надежность в сборе и анализе данных, а также удержание 
в сознании ключевых параметров и методик.

• Исполнительные функции, включающие планирование, 
организацию работы и контроль результатов анализа.

• Языковые и коммуникационные навыки, необходимые 
для грамотного представления статистических данных и 
взаимодействия с другими специалистами.



Защита персональной 
информации 
и предотвращение утечек

ПППППППППП ПППППППП 
ППППППП ППППППППППП ПП

В России действуют ГОСТ Р 59276-2020 и ГОСТ Р 

71539-2024, которые задают общие принципы и 

процессы жизненного цикла ИИ для повышения

доверия к технологиям.

ИИ

Соблюдение моральных норм и 

предотвращение манипуляций

Продолжается проработка единого федерального 
закона "О системах искусственного интеллекта", 

который должен закрепить общие принципы, риски, 
маркировку, ответственность и процесс внедрения ИИ.



Международный опыт: три подхода к доверию

Европейский союз и Евростат

«Европейский акт об ИИ»— первое в мире комплексное регулирование с жесткими требованиями к безопасности, прозрачности и контролю рисков.

• ППППППППППППП ПП-ПППППП ПП ППППППП ППППП

• Обязательная сертификация высокорисковых систем

• Штрафы до 7% глобального оборота компании

США: стандарты NIST

Национальный институт стандартов и технологий (NIST) разрабатывает добровольные рамки управления рисками, этики и проверяемости ИИ.

• Фокус на управлении рисками и аудите

• Саморегулирование индустрии с государственным надзором

• Акцент на инновации и конкурентоспособность

ККККК: ККККККККККККККК КККККККК

Национальные стандарты и реестры ИИ обеспечивают соответствие технологий государственным интересам и безопасности.

• Строгая регистрация всех ИИ-систем

• Модель DeepSeek: высокая эффективность при низких затратах

• Контроль контента и алгоритмических рекомендаций

Несмотря на различия в подходах, все три региона объединяет внимание к открытости, аудиту и контролю жизненного цикла ИИ-систем.

Штрафы за нарушения градации систем ИИ по степени риска.
Европейская комиссия предложила проект AI Act в апреле 
2021 года . Отсутствует единая методологическая база оценки 
и обратной связи с регулятором.

Глубокий контроль над всеми решениями в этой области 
со стороны правительства и государственных центров. 

Возможны «закладки» во все процессы на основе ИИ 

В бизнесе- ответственность лежит на разработчиках, а 
не на правительстве. Требования соответствия гос. 

систем ИИ социалистическим ценностям

Китай 

США



Февраль 2025 - В Екатеринбурге прошло заседание круглого стола на тему «Искусственный интеллект во власти и 
бизнесе», который организовал медиахолдинг «ФедералПресс». https://fedpress.ru/article/3363337

!!! Нехватка кадров 
для обеспечения 

развития и 
внедрения ИИ

Вызовы внедрения ИИ в системы сбора и обработки данных
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Число законопроектов, 
связанных с ИИ, принятых 

в отдельных 
географических регионах, 
2016–2024 гг. (суммарно)

https://d-russia.ru/wp-content/uploads/2024/12/hai_ai_index_report_2025.pdf



2. Основные
понятия: 

искусственный
интеллект, 

машинное обучение, 
статистический ИИ



Коллекция определений ИИ

https://publications.jrc.ec.europa.eu/repository/handle/J
RC118163

Определения ИИ, представленные:

• Международными организациями
• Национальными службами 

• Институтами



Определения ИИ международными статистическими 
организациями

Искусственный интеллект относится к системам, 
использующим такие технологии, как интеллектуальный 

анализ текста, компьютерное зрение, распознавание речи, 
генерация естественного языка, машинное обучение, 

глубокое обучение, для сбора и/или использования данных 
для прогнозирования, рекомендации или принятия 

решений с различной степенью автономности относительно 
наилучших действий для достижения конкретных целей.

Искусственный интеллект (ИИ) — это обширная область 
компьютерной науки, ориентированная на создание систем, 

способных выполнять задачи, которые обычно требуют 
человеческого интеллекта. Это включает в себя широкий спектр 
возможностей, таких как обучение, рассуждение, решение задач, 

восприятие, понимание языка и другие. Системы ИИ часто 
включают в себя машинное обучение, что позволяет им учиться и 

совершенствоваться.- ILOSTAt



«

«Искусственный интеллект (ИИ) или 
самообучающиеся системы — это 
собирательное название для машин, которые 
воспроизводят когнитивные способности 
человека.» 

В более широком технологическом ландшафте 
предиктивное обслуживание в когнитивную 
эпоху может преобразовать глобальные 
производственные системы», 2019.

Искусственный интеллект (ИИ) включает в себя 
широкий спектр технологий, которые можно 
определить как «самообучающиеся, адаптивные 
системы». Его можно классифицировать по 
технологиям, целям (например, распознавание лиц 
или изображений), функциям (например, понимание 
языка и решение задач) или типам агентов (включая 
роботов и беспилотные автомобили).



ИИ и МО в «Стратегии развития 
государственной статистики до 2030 года»

• ИИ рассматривается как инновационная технология для расширения перечня 
анализируемых показателей и оперативной обработки собираемых статистических 
сведений.

• Интеграция ИИ в государственную статистику направлена на эффективное 
использование больших данных, повышение качества информации и снижение 
нагрузки на респондентов за счет автоматизации и интеллектуального анализа.

• Использование ИИ обозначено как ключевой вектор цифровой трансформации — от 
сбора данных к аналитике, построению индивидуальных наборов показателей, 
применению административных и иных источников информации для формирования 
официальной статистики.

• В стратегии акцентируется, что внедрение ИИ и МО способствует развитию новых 
подходов к анализу и интерпретации статистики. В частности, это новые методы 
группировки, замены пропушенных данных, поиска выбросов, статистического 
моделирования распределений, основанные на данных и алгоритмах.



Машинное 
обучение 
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Машинное обучение — это область искусственного 

интеллекта, целью которой является автоматизация 

решения сложных профессиональных задач за счет 

способности алгоритмов учиться на данных без явного 

программирования.​

Задачи машинного обучения :

❑ классификация — распределение объектов по заранее 

заданным категориям,

❑ регрессия — предсказание числовых значений,

❑ кластеризация — выделение скрытых групп в данных,

❑ уменьшение размерности данных— упрощение структуры 

данных для анализа

МО позволяет 
выявлять скрытые 
закономерности, 
структуру и 
взаимосвязи в 
данных (скрытые 
паттерны)



Методы МО

• Обучение с учителем: обучение на размеченных данных.

• Обучение без учителя: анализ и выделение паттернов без заранее 

известных меток.

• Обучение с подкреплением: обучение стратегии через взаимодействие 

с окружением и получение обратной связи.

• Глубокое обучение: использование нейронных сетей с большим числом 

слоев для моделирования сложных зависимостей



Основные алгоритмы МО

Бэггинг (bootstrap aggregating) — это метод, при 
котором несколько моделей обучаются 
параллельно на разных случайных подвыборках 
исходных данных, а их результаты усредняются 
или голосуются для повышения устойчивости и 
точности. 

Бустинг — это последовательный метод, где 
каждая следующая модель обучается на 
ошибках предыдущей, направленный на 
снижение систематической ошибки 
(смещения). 

Стекинг (stacking) — это метод ансамблирования в машинном обучении, 
при котором несколько различных моделей ("базовых") обучаются на 
одной задаче, а их прогнозы передаются на вход другой модели — "мета-
модели". Мета-модель учится оптимально комбинировать результаты 
базовых моделей для улучшения итогового прогноза. В отличие от бэггинга 
и бустинга, стекинг может объединять алгоритмы разной природы.
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Вставка 1. «Без явного программирования»  означает, что компьютерная система не 

получает заранее прописанные пошаговые инструкции для решения задачи; вместо 

этого она самостоятельно извлекает закономерности из данных и учится выполнять 

требуемые действия на основе примеров и опыта. 

Программист не строит алгоритм вручную, а предоставляет обучающую выборку, по 

которой модель формирует свои правила и прогнозы. Алгоритмы машинного обучения 

становятся способны работать с новыми ситуациями, опираясь на обобщённые знания, 

а не на фиксированный набор инструкций.

Пример самой простой статистической задачи с "явным программированием":
Пусть требуется для набора чисел (например, измерений роста учеников: 158, 160, 162, 159, 161) вычислить 
среднее арифметическое вручную или с помощью простого кода. Для этого мы строго по шагам:
Суммируем все значения: 158 + 160 + 162 + 159 + 161 = 800.
Делим сумму на количество наблюдений: 800 / 5 = 160.
Алгоритм очевиден и всегда одинаков для любых данных. Программист явно указывает вычисляемую 
формулу и все шаги расчёта, не предоставляя компьютеру искать закономерности или самостоятельно 
строить модель, — это и есть "явное программирование".
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Дерево регрессии — это пример задачи машинного обучения без явного 
программирования, потому что модель автоматически строится на основе 

данных, а не по заранее прописанным правилам. Алгоритм анализирует 
обучающие примеры с числовыми целевыми значениями, рекурсивно разбивая 
данные на подмножества с помощью простых правил "если..., то...", которые он 

сам выбирает для минимизации ошибки прогноза. В конечных листах дерева 
регрессии получается прогноз — усреднённое значение целевой переменной 
для соответствующего подмножества. Таким образом, человек задаёт только 

данные и цель, а алгоритм сам создаёт структуру дерева и правила, что и 
означает отсутствие явного программирования решения задачи.

Пример задачи дерева регрессии и правила "если-то":
Допустим, нужно предсказать цену дома в зависимости от площади и возраста дома. Дерево регрессии автоматически строит 
последовательность правил, например:
Если площадь дома больше 100 кв.м, то перейти к следующему правилу,
Если возраст дома меньше 10 лет, тогда предсказать цену как 5 млн рублей,
Иначе, если возраст больше 10 лет, предсказать цену как 3 млн рублей,
Если площадь меньше или равна 100 кв.м, предсказать цену как 2 млн рублей.
Каждое такое правило "если-то" создаётся автоматически на основе анализа данных с целью минимизации ошибки прогноза, 
без необходимости вручную прописывать формулы или уравнения. В итоге, дерево регрессии — это набор таких логических 
условий, оформленных в виде дерева, где в листьях находятся предсказанные значения.



Машинное 
обучение (МО)

Машинное обучение — это междисциплинарная 
область знаний, основанная на 

статистических методах, численных 
алгоритмах и теории оптимизации, 

 которая занимается разработкой моделей и 
алгоритмов, способных обучаться на данных для 
выявления закономерностей и принятия решений без 
явного программирования. 

В основе машинного обучения лежит 
статистическая теория обучения, направленная на 
построение итоговых моделей с использованием 
тренировочных данных и оценку их качества на 
тестовых данных с помощью статистических 
критериев. 

 Машинное обучение сочетает в себе задачи 
классификации, регрессии и кластеризации, широко 
применяемые для анализа больших объемов 
статистических данных и решения практических 
проблем в различных областях.

Вставка 2. Статистическая теория обучения — 
это направление, изучающее обобщающие 
свойства алгоритмов машинного обучения и 

строящее математические модели, 
позволяющие оценить, насколько хорошо 

обученная на данных модель будет работать на 
новых, ранее не встречавшихся примерах. 
Теория оперирует такими понятиями, как 

ошибка обобщения, переобучение и объем 
обучающей выборки.
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МЕТОДЫ МАШИННОГО ОБУЧЕНИЯ:

• (а) методы обучения без учителя (unsupervised learning)

• (б) методы обучения с учителем (supervised learning)

• (в) обученик с частичным привлечением учителя (semi-supervised 

learning)

• (г) обучение с подкреплением (reinforcement learning)

• Современные методы ансамблирования и улучшения моделей
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Supervised ML
(«с учителем»)

Маркированные 
данные 

Unsupervised ML
(«без учителя»)

Немаркированные данные
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Машинное обучение «с учителем» 
(контролируемое) - то один из основных методов 
машинного обучения, при котором модель обучается на 
размеченных данных. В процессе обучения модель 
получает входные данные и соответствующие им 
правильные ответы (метки), что позволяет ей научиться 
делать предсказания на новых, ранее не виденных 
данных.
• Линейная регрессия
• Логистическая регрессия
• Деревья регрессии и деревья классификации
• Метод опорных векторов
• Дискриминантный анализ
• Нейронные сети

Машинное обучение "без учителя" 
(неконтролируемое). Эти алгоритмы 
обнаруживают скрытые закономерности или 
группировки данных без необходимости 
вмешательства человека.
Semi-supervised learning  -Полуконтролируемое 
обучение
Во время обучения используется меньший набор 
помеченных данных для классификации или 
регрессии из большего набора немаркированных 
данных.

• Кластерный, бикластерный анализ
• Метод главных компонент

Машинное обучение с подкреплением (Reinforcement machine learning) — это 
модель машинного обучения, которая похожа на контролируемое обучение, но 

алгоритм не обучается с использованием выборочных данных. Эта модель 
обучается по ходу дела, используя метод проб и ошибок. Последовательность 

успешных результатов будет подкреплена для разработки лучшей рекомендации или 
политики для данной проблемы.



Немашинное обучение в ИИ
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(1) Приложение для прогнозирования погоды, которое 
предсказывает сегодняшнюю погоду на основе 
вчерашней погоды. Оно построено на основе 
одной жестко запрограммированной системы 
правил и демонстрирует возможности, подобные 
«естественному интеллекту». 

(2) Методы поиска по дереву или графу



ПЯТЬ КАТЕГОРИЙ АНАЛИТИКИ ДАННЫХ:
(1) описательная аналитика (2) диагностическая аналитика 
(3) предиктивная аналитика, (4) предписывающая аналитика 
(5) когнитивная аналитика

В аналитической практике эти категории сосуществуют и дополняют друг друга

1.описательная 
аналитика

2.диагностическая 
аналитика

3.предиктивная 
аналитика

4.предписывающая 
аналитика

5.когнитивная аналитика

ИИ

СТАДИИ ВОСХОДЯЩЕЙ АНАЛИТИКИ ОРГАНИЗАЦИИ по Г. 
Гартнеруhttps://www.researchgate.net/publication/339672162_

Analytics_Maturity_Models_An_Overview
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Модель восходящей аналитики Г. Гартнера
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Gideon I. 

Gartner (March 13, 

1935 – December 12, 
2020)

…для оценки зрелости 
данных и повышения 

ценности аналитических 
результатов



http://www.impactinsura
nce.org/emerging-
insights/ei127

• Descriptive analytics - “What 

happened?”

• Diagnostic analytics  - “Why did it 

happen?”

• Predictive analytics - “What will 

happen? When and Why?”

• Prescriptive analytics – “How can 

we make it happen?    Informed 

decision making”

• Cognitive analytics –

“Automation of decision making”

34

ML



Описательная 
аналитика
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Основная задача описательной аналитики 
как стадии — предоставить 
систематизированную и наглядную 
картину того, что произошло, путем 
обработки, агрегирования и 
интерпретации «исторических» 
статистических  данных. 
Она отвечает на вопрос "Что случилось?" и 
выявляет ключевые закономерности и 
тенденции в прошлом, тем самым 
создавая базу для принятия обоснованных 
решений и последующего более глубокого 
анализа данных.



Диагностическая 
аналитика

36

Основная задача диагностической 

аналитики как стадии анализа данных —

выявить причины и факторы 

произошедших событий или изменений 

в показателях, то есть ответить на 

вопрос «Почему это произошло?". 

Диагностическая аналитика 

используется для поиска взаимосвязей, 

аномалий и факторов, влияющих на 

результаты, с помощью 

многофакторного анализа, проверки 

статистических гипотез и детализации 

данных. Это позволяет глубже понять 

природу возникших проблем и найти 

пути для их решения.



Предиктивная (прогнозная) 
аналитика
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Основная задача предиктивной (прогнозной) 
аналитики как этапа — построение моделей̆, 
позволяющих на основе исторических и текущих 
данных прогнозировать вероятные сценарии 
развития событий или будущие значения ключевых 
показателей. Эта стадия отвечает на вопрос «Что 
произойдет?» и используется для предсказания 
трендов, спроса, поведения клиентов, рисков или 
других изменений, важных для принятия 
обоснованных решений. В результате предиктивная 
аналитика обеспечивает возможность компании 
готовиться к будущим ситуациям и минимизировать 
потенциальные риски.



Прескриптивная 
(предписывающая) 
аналитика

38

Задача прескриптивной аналитики заключается в 

том, чтобы на основании анализа данных и 

прогнозных моделей вырабатывать конкретные 

рекомендации и оптимальные решения для 

достижения бизнес-целей в текущей ситуации. 

Прескриптивная аналитика отвечает на вопрос "Что 

делать?" — то есть не только описывает или 

прогнозирует ситуацию, но и формирует сценарии 

действий, учитывающих последствия и ограничения 

доступных вариантов. 

Она применяется для выбора наилучших стратегий и 

оперативных решений на основе анализа большого 

числа факторов и моделирования возможных 

сценариев развития событий.



Когнитивная 
аналитика
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Основная задача когнитивной аналитики как 

стадии анализа данных — это извлечение, 

интерпретация и осмысление знаний из 

неструктурированной или сложной информации 

путём имитации когнитивных (мысленных) 

процессов человека. 

Когнитивная аналитика стремится устанавливать 

смысловые связи, выявлять закономерности, 

причинно-следственные отношения и 

использовать эти знания для поддержки 

принятия решений в условиях высокой 

неопределённости, сложности и большого 

объёма данных. Она помогает преобразовать 

разрозненную информацию в осмысленные 

модели, интегрируя машинное обучение, 

семантический анализ и экспертные подходы.



Традиционные статистические методы основаны на гипотезах, выдвигаемых заранее 
исследователем (предварительно определённые гипотезы)

Статистика

Описательная 
статистика

Descriptive statistics

Статистика вывода
Inferential statistics

Основа – заранее определенные гипотезы распределения значений варьирующего признака и 
зависимостей в данных

Structuring data in an 
observation

Initial data distribution hypothesis Hypothesis of a set of significant 
variables



Данные ОРС

МО: 

Скрытый паттерн :  возраст + тип 
занятости + миграционный статус = 

мигранты молодого и среднего возраста более 
гибки в выборе типа занятости — они 
быстрее адаптируются к гибридным и неполным 
формам занятости, включая дистанционную 
работу и самозанятость



Скрытые паттерны ОРС – на основе МО по 
рекомендации МОТ

❑ Скрытый сегмент временной и частичной занятости
Машинное обучение может выделить группы работающих, сочетающих несколько видов 
временной или неполной занятости.

❑ Взаимосвязь уровня образования, профессиональной мобильности и миграционного статуса

❑ Паттерны ухода из рабочей силы и возвращения к ней
Скрывается динамика, связанная с временным выходом из рабочего процесса (например, 
декрет, уход за родственниками) и повторной интеграцией, что позволяет понять циклы участия 
в труде и риски долгосрочной безработицы.

❑ Влияние автоматизации на смену профиля занятости разных возрастных и миграционных групп
❑ Психосоциальные факторы и профессиональное выгорание: возраст, стаж работы, частота 

смены занятости
Алгоритмы выделяют паттерны, связанные с эмоциональным выгоранием, стрессом и влиянием 
условий труда на занятость в разных социально-демографических группах, что важно для 
разработки мер поддержки сотрудников.



Трансформация гипотетической основы статистических методов на этапах восходящей 
аналитики

MО



Match the icons 1. Descriptive analytics

2. Diagnostic analytics 

3. Predictive analytics 

4. Prescriptive analytics

5. Cognitive analytics
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Стадии ИИ
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Искусственный интеллект - комплекс технологических 

решений, позволяющий имитировать когнитивные 

функции человека (включая самообучение и поиск решений 

без заранее заданного алгоритма) и получать при 

выполнении конкретных задач результаты, сопоставимые, как 

минимум, с результатами интеллектуальной деятельности 
человека 

Narrow 
AI

NAI-Узкий ИИ - выполняет одну или 
узкую задачу, часто гораздо быстрее и 
лучше, чем человеческий разум

General 
AI

AGI -Общий (сильный) ИИ- может использовать 
предыдущие знания и навыки для выполнения 
новых задач в другом контексте без 
необходимости обучения базовых моделей 
людьми

Super AI

(в) перспективные методы 
искусственного интеллекта в целях 
разработки универсального 
(сильного) искусственного 
интеллекта (….автоматическое 
машинное обучение….) 

SAI- Супер ИИ -будет обладать когнитивными 
способностями, превосходящими человеческие. 
Генерирует идеи, концепции и решения, 
выходящие за пределы понимания человека (но во 
благо человека)!  Самосовершенствуется!!!

МО-класс 
методов ИИ



Стадия ИИ в 
Российской
Федерации - оценка

• Россия на сегодняшний день находится на 
стадии развития Narrow AI (узкий ИИ), где 
акцент делается на практическом внедрении и 
масштабировании конкретных приложений 
искусственного интеллекта для решения 
прикладных задач в финансах, 
промышленности, госсекторе, медицине и 
других сферах. В стране активно создается 
технологическая инфраструктура — 
национальные центры развития ИИ, дата-
центры, собственные экосистемы и модели 
(например, YandexGPT и GigaChat).
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3. Краткий обзор мировых и российских кейсов 
внедрения

Количественный анализ тематической структуры (940 докладов)

Распределение по основным тематическим блокам

| Тематический блок | Количество докладов | Доля (%) |
|-------------------|---------------------|----------|
| Официальная статистика и национальные системы | 284 | 30.2% |
| Машинное обучение, ИИ, большие данные | 212 | 22.6% |
| Теоретическая статистика и методология | 183 | 19.5% |
| Здравоохранение и биостатистика | 112 | 11.9% |
| Социальные науки, рынок труда, неравенство | 87 | 9.3% |
| Экология, климат, устойчивое развитие | 62 | 6.6% |



Географическое распределение (по 
аффилиации первых авторов)

Европа: 42%
Азия и Тихоокеания: 24%
Северная и Южная Америка: 21%
Африка: 13%



Более 210 докладов затронули темы машинного 
обучения, глубокого обучения, больших 
языковых моделей (LLM) и их интеграции в 
статистическую практику. 
Однако конгресс продемонстрировал зрелый 
подход: 
ИИ рассматривается не как замена статистике, а 
как инструмент, требующий статистической 
валидации, интерпретируемости и контроля 
смещений.



















* Кросс-валидация (cross-validation) — это метод 
оценки качества модели машинного обучения, 

заключающийся в многократном разбиении набора 
данных на обучающие и тестовые подмножества. 
Модель обучается на одной части данных, а затем 

проверяется на другой, что позволяет получить более 
надёжную и стабильную оценку её 

производительности по сравнению с одним простым 
разбиением на обучение и тест.



** SQL-запросы, HTML, CSS — это три разные технологии, используемые для работы с базами данных и веб-разработкой.
➢ SQL-запросы
SQL (Structured Query Language) — язык структурированных запросов, предназначенный для взаимодействия с реляционными 
базами данных. С помощью SQL-запросов можно получать, добавлять, изменять и удалять данные, а также управлять 
структурой базы данных (таблицами, индексами и пр.).
➢ HTML
HTML (HyperText Markup Language) — стандартный язык разметки для создания веб-страниц и их структуры. С помощью HTML 
задается содержание, структура и элементы страницы, такие как заголовки, абзацы, списки, изображения и ссылки.
➢ CSS
CSS (Cascading Style Sheets) — каскадные таблицы стилей, технология, используемая для оформления и визуального 
представления веб-страниц. CSS отвечает за цвета, шрифты, отступы, расположение элементов на странице и адаптивность 
дизайна.

Эти технологии часто используются совместно для создания современных веб-приложений, где:
SQL отвечает за хранение и обработку данных,
HTML — за структуру пользовательского интерфейса,
CSS — за его оформление и внешний вид



Задания



Игра «да и нет не говорите». 
Ответить одним развернутым предложением

Вопрос: Можно ли считать машинное обучение видом искусственного интеллекта?

Вопрос: Обязательно ли для всех моделей машинного обучения нужны размеченные данные?

Вопрос: Может ли модель с переобучением давать хорошие результаты на новых данных?

Вопрос: Все ли задачи с данными лучше решать с помощью глубокого обучения?

Вопрос: Признак «высокая корреляция с целевой переменной» всегда гарантирует его полезность в 
модели?









Спасибо за
внимание!!!
Zarova.ru@gmail.com



ПРИЛОЖЕНИЯ



Приложение 1

https://unstats.un.org/bigdata/events/2025/ai-data-science/symposium/presentations/Day%203%20-%20Peer-
learning%20talk%20-%20Brendan%20CSO%20Ireland.pdf









Приложение 2 –
шкала риска ИИ

Организация AI Watch, созданная при 
Европейской комиссии, провела 
исследование по соответствию стандартов 
различных стандартизирующих организаций 
положениям законопроекта AIA от 21.04.2021, 
согласно которым ужесточаются требования 
к стандартизации систем искусственного 
интеллекта1.
Новый подход ЕС к определению ИИ 
заключается в оценке ИИ с точки зрения 
рисков (см. Рис.)

https://rdc.grfc.ru/2021/10/ai-standards/

http://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A52021PC0206


Категории риска ИИ – новый подход ЕС
• К системам с минимальным риском новые правила не будут применяться, так как представляют 

минимальный или нулевой риск для прав или безопасности граждан. Компании и пользователи 
смогут использовать их бесплатно. Примеры включают спам-фильтры и видеоигры. По мнению 
членов Европейской комиссии большинство приложений искусственного интеллекта попадут в 
эту категорию.

• Системы ИИ с ограниченным риском будут подчиняться конкретным обязательствам по 
обеспечению прозрачности, чтобы пользователи могли принимать информированные решения, 
знать, что они взаимодействуют с машиной, и отключаться по желанию. Это относится, например, 
к чат-ботам.

• К высокорисковым системам ИИ относятся: биометрическая идентификация и категоризация 
физических лиц, образование и профессиональная подготовка, трудоустройство, управление 
персоналом и доступ к самозанятости, доступ к основным частным и государственным услугам и 
льготам, данные правоохранительных органов, данные миграционных и пограничных служб, 
данные институтов отправления правосудия и демократических процессов.

• Системы с неприемлемо высоким риском представляют «явную угрозу безопасности, средствам к 
существованию и правам людей». Примеры включают социальную оценку со стороны 
правительства (например, кредитную систему Китая), эксплуатацию уязвимых мест детей и 
использование подсознательных методов. Биометрия – для особых случаев (поиск ребенка)



Приложение 3

Самоадаптивные обучающиеся системы в контексте искусственного интеллекта (ИИ) и машинного 
обучения (МО) — это интеллектуальные системы, которые используют методы ИИ и МО для 
автоматической настройки своих моделей и алгоритмов в процессе работы. Эти системы способны 
самостоятельно анализировать данные, учиться на примерах и изменять свои параметры, чтобы 
улучшать точность, адаптироваться к изменяющимся условиям, а также предлагать 
персонализированные решения или образовательные траектории.
➢ В контексте ИИ и МО самоадаптивные обучающиеся системы реализуют способность к 

автономному обучению и самокоррекции без необходимости постоянного вмешательства 
человека. Они используют машинное обучение для выявления закономерностей и оптимизации 
своих функций в реальном времени, что значительно повышает эффективность и гибкость их 
применения в различных областях, в том числе в адаптивном обучении, автоматизации, 
робототехнике и принятии решений.
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