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План лекции 

• Использование цифровых платформ,    
облачных решений и ИИ для автоматизации 
сбора и обработки данных (лекция 3) 

• Практические примеры: автоматизация 
переписей,    обработка административных 
данных 

• Теоретические основы: обработка больших 
данных,    обезличивание и защита 
информации 



Использование цифровых платформ,  
облачных решений и ИИ для 
автоматизации сбора данных – это 
не просто тренд, а необходимость 
для повышения эффективности 
государственного управления и 
конкурентоспособности бизнеса. 

Опыт стран СНГ 
показывает, что, 

несмотря на вызовы, 
этот путь активно 
осваивается, и 

наиболее заметные 
успехи достигаются 

там, где есть четкая 
государственная 

стратегия и фокус на 
создании 

интегрированных 
платформ, а не 

разрозненных ИТ-
систем 



Применение МО и ИИ на 
этапах Типовой модели 
производства 
статистической информации 

Уровни 1 и 2: принципы, задачи, опыт официальной статистики стран СНГ 



Введение: Значение МО и 
ИИ в современной 
официальной статистике 

Рост рынка ИИ 
Рынок искусственного 
интеллекта в России достигнет 
300 млрд рублей в 2024 году, 
становясь мощным драйвером 
цифровой трансформации 
экономики 

Повышение качества 
МО и ИИ позволяют 
существенно повысить 
качество, скорость обработки и 
точность статистических 
данных 

Инновации СНГ 
Страны СНГ активно внедряют передовые технологии в 
национальных статистических службах 



Типовая модель производства статистической 
информации 
Уровни 1 и 2 

Первый уровень 
Сбор и первичная обработка данных 
— ключевая база для всей 
статистической системы, требующая 
особого внимания к качеству 

Второй уровень 
Интеграция, верификация и 
подготовка агрегированных данных 
для последующего анализа 

Роль технологий 
МО и ИИ автоматизируют рутинные 
операции, выявляют аномалии и 
улучшают качество данных на всех 
этапах 





ИИ и МО в стратегиях развития 
государственной статистики стран 
СНГ 

Требует проверки 







Идея метода машинного обучения 
Массив исходных 

данных 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Selection 
principle
s for the 
same 
regressor 



Семинар по ИИ в 
официальной статистике 

https://unstats.un.org/bigdata 

https://unstats.un.org/bigdata


DM в руководствах EUROSTAT 

Методы интеллектуального анализа данных 
(социальные нейронные сети, кластерный 
анализ, анализ выбора модели и взвешенный 
сетевой корреляционный анализ, чтобы 
установить связь между характеристиками 
рынка труда ЕС и индикаторами рынка труда. 

 
 



Многофакторные регрессионные 
модели 

Регрессия на главных компонентах 



Объединение данных двух источников (статистики миграции и статистики 
благосостояния) STATMATCH  



TEXT MINING 

R packages 



Выявление структурных «паттернов» и 
моделирование зависимостей с использованием 

технологий “random forest” 



Использование пакетов R в официальной статистике 

Загрузки пакетов R, включенных в представление задач CRAN по 
официальной статистике и методологии опросов по всему миру.  
Количество загрузок представлено на душу населения (то есть 

нормализовано путем деления на количество населения) 
https://www.researchgate.net/publication/297656682_The_Software_Environment_R_for_Official_Statistics_and_Survey_Methodology 

https://www.researchgate.net/publication/297656682_The_Software_Environment_R_for_Official_Statistics_and_Survey_Methodology


ПРИМЕР (1)  на данных  ЕМИСС. Региональные данные ЕМИСС -148 
показателей, 2022 г. 



Объем 
пропуско
в – 0,2 
% 



Результат 
вменения данных 

методом knn 
(пропусков 0%) 

Метод машинного 
обучения 



Технологии ИИ – предсказание пропусков данных 



ПРИМЕР (2)платформа СЦ РЭУ им. Г.В. Плеханова 







Выводы по разделу 

1.ИИ формирует потенциал аналитической функции официальной статистики, 
требования к развитию которой будут усиливаться со стороны 
пользователе 

2. Потенциальным риском является «поведенческий дрейф», который возникает, когда модели 
ИИ корректируют свои выходные данные в соответствии с новой информацией. Это создает 
проблему, поскольку официальная статистика основана на достоверности, 
последовательности и сопоставимости. 

3. Без сомнения, НСУ должны активно проверять системы искусственного интеллекта и снижать 
риски посредством тщательного тестирования и прозрачных операций. 

4. Необходима нормативная проработка использования ИИ в официальной статистике. 
5. Создание экосистемы данных с центральной интегрирующей ролью национального 

статистического офиса 
 



Методы МО в обработке 
первичных данных (выявление 
статистических выбросов) 



Выявление выбросов является важной задачей  
производства статистической информации 

Задача – рассмотреть 
применение методов МО и 
технологий ИИ при работе 

с выбросами  

В официальной статистике 

Перспективы  
развития 

Принципы и методы. 
Официальные пакеты, их 

суть 



«Выбросы» Выбросом ( outlier) 
считается 
значение в 

данных, которое 
находится далеко 
за пределами 

других 
наблюдений 

Экстремальные значения — 
это устранимые или 

неустранимые ошибки, 
возможные фиктивные 

значения 

Статистический выброс — это наблюдение, 
которое существенно отклоняется от 
основной массы данных и расположено 

далеко от кривой плотности 
распределения вероятностей, к которой 
относятся основной объем  данных. 

Формально, выброс — это точка данных с 
низкой вероятностью в данном 

распределении 

https://wiki.loginom.ru/articles/outlier.html


Типы ошибок 

Причины выбросов разнообразны: 

• Ошибки измерения  

• Ошибки ввода данных 

• Ошибки обработки данных 

 

• Ошибки выборки 

• Ошибки эксперимента 

• Естественные выбросы. Эти отклонения не 

являются ошибками, хотя и «выбиваются» 

на фоне остальных данных 

ОШИБКИ РЕГИСТАЦИИ 

ОШИБКИ РЕПРЕЗЕНТАТИВНОСТИ 



Сведения о  применении пакетов машинного 
обучения в официальной статистике стран 
СНГ (пакеты R) 



ROSA: выявление выбросов (одномерный и 
многомерный подходы, применение методов МО) 
ROSA (R FOR OFFICIAL STATISTICS AND DATA ANALYSIS): 

Создатель и целевая аудитория: 

• Разработчик: Евростат (Eurostat), статистическая служба Европейского Союза. 

• Для кого: Специально создан для национальных статистических офисов и 

официальных статистиков. 

Основные функции пакета univOutl для одномерного выявления выбросов: 

• LocScaleB(): Выявляет выбросы на основе робастного расположения и масштаба 

(аналог метода "медиана ± 3 MAD"). 

• QCD(): Использует робастный квартильный коэффициент дисперсии (QCD). 

• adjbox(): Строит "скорректированные" диаграммы размаха (boxplot), которые 

лучше учитывают асимметрию данных. 

• HDoutliers(): Алгоритм для обнаружения выбросов на основе теории больших 

отклонений (Heavy-Depth), эффективен для многомодальных распределений. 



Практический пример 



Асимметричное 
распределение  



IQR – метод установления 
выбросов 



Микроданные ОРС (фрагмент) 



Справочно: типы асимметричных 
распределений 



Описательная статистика 

Статистическая 
характеристика 

RBVR_FOS 
(час.)-фактическая 
продолжительность 
рабочей недели 

RBVR_NOS (час.)- 
Нормальная  
продолжительность 
рабочей недели 

Среднее (mean) 21.61 21.37 

Станд. отклонение 
(sd) 21.34 19.68 

Минимум 0 0 

Максимум 140 48 

Коэффициент вариации, 
% 98,6 92,0 







Скрипичны
е 
диаграммы  



Типы переменных в примере (микроданные ОРС) – 
для применения МО «без учителя» (кластерный 
анализ) с целью выявления статистических 
выбросов 

Количественные (числовой тип) 

Категориальные (факторный тип) 

RBVR_FOS,  
RBVR_NOS 



Метод 1. МО «без учителя» - иерархическая 
кластеризация  



Отсечение ранжированных высот 
на 90-м перцентиле 

Расстояние Говера* - это "универсальная 
метрика" для смешанных данных. 
= "Умный способ измерить похожесть между 
объектами, когда данные разного типа 
(Приложение 1)" 

6 
кластеров 



Результат выделения статистических выбросов в 
микроданных ОРС (фрагмент) методом МО «без 
учителя» 

Потенциальные «выбросы» 300-294 
= 6  

Итого 
294 



Взаимосвязь 
показателей для 
наиболее типичных 

кластеров 



Итоговая таблица выбросов 



Метод 2. Выявление выбросов методом МО «с 
учителем»- деревья классификации (фрагмент) 
Примечание 2. 



Визуализация выбросов. 
Примечание 3. 



ПРИМЕЧАНИЯ 



Примечание 1. Расстояние 
Говера 

  

Расстояние Говера - это "универсальная метрика" для смешанных данных. 

Если в данных имеются: 

Числовые переменные (возраст, зарплата) 

Категориальные (пол, профессия, цвет) 

Расстояние Говера умеет корректно сравнивать объекты по всем этим типам 

переменных одновременно, приводя их к общей шкале. 

Как работает: 

• Для числовых переменных - использует нормализованную разницу 

• Для категориальных - считает, совпадают значения или нет 

Объединяет всё в одно итоговое расстояние 

Расстояние Говера - это "универсальная метрика" для смешанных данных. 



Примечание 2. Что значит «норма» 
и «выброс» в решении методом МО 
на основе деревьев классификации 

Почему такое разделение? 
Дерево решений автоматически выявило естественные границы в данных на 
основе: 
Фактической продолжительности рабочей недели на основной работе (RBVR_FOS) 
Возраста сотрудников (NAS_VOZR) 
Возможно, других переменных 
Критерии "выбросов" определяются статистически - это наблюдения, которые: 
Значительно отличаются от большинства 
Находятся в "хвостах" распределения 
Имеют нестандартные сочетания характеристик 
Такой подход позволяет автоматически идентифицировать случаи, требующие 
дополнительной проверки в статистическом обследовании. 



Анализируя визуализацию дерева решений, можно определить логику разделения 

на "Норма" и "Выброс": 

"НОРМА" (Normal) 

Это типичные/стандартные наблюдения, которые соответствуют основным паттернам 

данных 

В контексте рабочего времени: сотрудники с стандартной продолжительностью рабочей 

недели 

Например: большинство сотрудников с рабочим временем в типичном диапазоне (вероятно 

35-50 часов) 

"ВЫБРОС" (Abnormal) 

Это аномальные наблюдения, которые значительно отклоняются от типичных паттернов 

В контексте рабочего времени могут включать: 

Слишком короткая рабочая неделя (< определенного порога) 

Слишком длинная рабочая неделя (> определенного порога) 

Необычные комбинации основной и дополнительной работы 



Примечание 3. Обнаружение 
выбросов: One-Class SVM и Local 
Outlier Factor (LOF)  

1. One-Class SVM - обнаружено выбросов: 

Модель обучается только на "нормальных" данных 

Строит границу вокруг нормальных наблюдений 

Все, что выходит за эту границу - считается выбросом 

Аналогия: "Рисует забор вокруг типичных данных, кто за забором - выброс" 

2. Local Outlier Factor (LOF) - обнаружено выбросов: 

Сравнивает плотность точек вокруг каждого объекта 

Если у точки соседи редкие/далекие - она выброс 

Учитывает локальную структуру данных 

Аналогия: "Ищет одинокие точки в малолюдных районах" 

Различие: SVM ищет глобальные выбросы, LOF - локальные аномалии в контексте их 

окружения. 
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