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Disclosure Avoidance 
What is disclosure? 

The inappropriate attribution of confidential 
information to a data subject, whether an individual 
or an organization. 

What is disclosure avoidance? 

The methods used to prevent the inappropriate 
attribution of confidential information to a data 
subject. 

Выступающий
Заметки для презентации
In order to avoid disclosure, we need to know what disclosure is. How do we define it?

[click and see answer under question on slide]

Remember: Confidentiality applies to the data and how we protect the data.

So, disclosure avoidance can be defined as [click and see answer on slide].
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Types of Disclosure 
Identity disclosure 
• Data subject is identified from a released file  

Attribute disclosure 
• Sensitive information about a data subject is revealed through the 

released file 

Inferential disclosure 
• The released data make it possible to determine the value of some 

characteristic of an individual more accurately than otherwise would 
have been possible 

Выступающий
Заметки для презентации
While there are many ways to break confidentiality and disclose sensitive data, there are three main types of disclosure.

[See slide]

It is important to have a set of required standards for avoiding disclosure and to define the processes and methods to be used.

Disclosure avoidance techniques must be used to prevent unauthorized release of protected information and administratively restricted information, particularly personally identifiable information (PII) or business identifiable information (BII). (Census Bureau’s Statistical Quality Standards, Requirement S1-2)

What sorts of methods have you used for limiting disclosure?
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Data Protection Methods 

Protected 
Data 

Cell 
suppression 

Random 
rounding 

Controlled 
rounding 

Collapsing 
cells 

Controlled 
tabular 

adjustment 

Data 
swapping 

Synthetic 
data 

Top-coding 

Bottom-
coding 

Recoding 

Noise 
infusion 

Differential 
privacy Objectives:  

• Prevent identification of individual respondents 

• Prevent intentional and inadvertent disclosure of 
individuals’ personal information 

Method choice base on whether:  
• Aggregate estimates (formatted as frequency 

counts or aggregate magnitude data) 

• Micro-data (individual units) 

Выступающий
Заметки для презентации
There are many different techniques for preventing disclosure. As we have seen, the main objectives of disclosure avoidance are:
[see slide]

The techniques include:
[see slide graphic]

Which of these methods is the best one for your specific data will depend on what you are planning to release: whether the data are aggregate estimates or micro-data.

Cell suppression, random rounding, controlled rounding, collapsing cells, and controlled tabular adjustment are all useful on aggregate data tables.
Data swapping and synthetic data are useful either for aggregate data tables or for microdata.
The others are used on micro-data. Applying disclosure protection methods to the underlying microdata files assures that any tables generated from the microdata are fully protected.

All the information stored in the census database allows the production of tables not only for very small areas (such as enumeration areas or villages) but for all individual units in these areas. Micro-data, such as name and local address, or the unique characteristics that permit the identification of individual respondents, must be removed from the database or otherwise altered
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Data Protection Methods: Cell suppression 
Using a threshold, individual cells get defined as sensitive and the values are suppressed. 

Be aware of empty cells when producing tables. Releasing tables with large 
numbers of empty cells should be avoided. Tables with large numbers of 
empty cells can be aggregated to a higher geography if needed. 

Выступающий
Заметки для презентации
Cell suppression does exactly what the name suggests. It keeps the table structure but removes any values below a pre-defined threshold.

It is important to note that, because column and row totals are published in these tables, complementary suppressions need to be done in order to prevent cell reconstruction using the marginal totals. In this example, the Gamma – Medium cell has been suppressed to prevent column reconstruction, even though the value of the cell is higher than the threshold.

Do you see any other complementary suppressions?

[See slide note about large numbers of empty cells]
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Data Protection Methods: Random rounding 
Cell values are rounded based on a random decision of whether to round up or 
down. 

Выступающий
Заметки для презентации
For random rounding, cells are rounded based on a random decision for each cell as to whether to round up or down.

In this example, notice that the values we are rounding to are multiples of five. Examining each cell, we can see that some cells are rounded in the opposite of the expected direction, i.e. Delta – High (7 would round down when rounding to a 5.)

What else do you notice about the table on the right? (The totals do not match up with the sums of the rows/columns.)
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Data Protection Methods: Controlled rounding 
Cell values are rounded based on a random decision of whether to round up or down, 
but the rounding is controlled in some instances to ensure the sums of the rows and 
columns now work. 

Выступающий
Заметки для презентации
For controlled rounding, random rounding is used but in a controlled way to ensure that the sums of the rows and columns make sense.

If we look at the High column, we can see that the total now works and that both randomly rounded cells were no rounded in the opposite direction.

In what contexts do you use controlled rounding?
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Data Protection Methods: Collapsing cells 

Groups of cells (rows or columns) are 
combined into a single row. 

Выступающий
Заметки для презентации
As we saw in our first example, collapsing cells involves combining rows and/or columns together to make a larger group to work with.

In our more recent rounding examples, we could collapse either the columns or the rows into pairs to meet our threshold, assuming the threshold is 3.
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Data Protection Methods: Controlled tabular adjustment 

Sensitive cells are replaced with a value that is a 
“sufficient distance” from the true value. 

Non-sensitive cells are minimally adjusted to ensure the totals 
match. 

May be done in combination with rounding as an indication to 
the data user that a cell has been adjusted. 

Выступающий
Заметки для презентации
Controlled tabular adjustment tries to create a table that is like the given table but with the values of confidential cells adjusted into ranges that make identification difficult.

The adjusted values of the cells should fall into an acceptable range of the real values while the marginal totals still match their original values.

In practice, when an adjustment occurs, that cell may be rounded such that the actual value is within the rounded interval and to indicate to users that a cell has been adjusted.

Do you use controlled tabular adjustment? If so, in what context?
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Data Protection Methods: Top-coding and Bottom-coding 

Id Age Actual Wealth Top-coded Bottom-coded 

1 26 $25988 $25988 $25988 

2 34 $32458 $32458 $32458 

3 22 $75483 $75483 $75483 

4 45 $18574 $18574 $18574 

5 64 $15302956 $250000 $15302956 

6 41 $192834 $192834 $192834 

7 19 $33859 $33859 $33859 

8 42 $196 $196 $10000 

9 37 $274858 $250000 $274858 

10 42 $6492 $6492 $10000 

Top-coding and Bottom-coding censor 
data high or lower than a certain value. 

This data was top-coded above $250k 
in column 4 and bottom-coded below 
$10k in column 5. 

Выступающий
Заметки для презентации
Top-coding and bottom-coding truncate extreme values for certain variables in microdata. This can make it difficult for researchers to find estimates for the groups/ranges that are censored. In order to alleviate this problem, producers of the microdata sometimes release an estimator for the censored amounts, like the average, to help researchers impute estimates for that group.

In our simple example, notice that we can use both top- and bottom-coding at the same time if we happen to want to preserve confidentiality at both ends of a data range. It is a bit strange to bottom-code wealth; a better example of bottom-coded data could be gross income.

Also, in this example, we have replaced the value by the value of the top- or bottom-code cutoff value. But, other values can be used instead, such as the mean or median of all top- or bottom-coded values, respectively.



10 

Data Protection Methods: Recoding 
Id Age Actual Wealth Recoded 

1 26 $25988 $25k-$50k 

2 34 $32458 $25k-$50k 

3 22 $75483 $50k-$75k 

4 45 $18574 $0k-$25k 

5 64 $15302956 $250k+ 

6 41 $192834 $150k-$200k 

7 19 $33859 $25k-$50k 

8 42 $196 $0k-$25k 

9 37 $274858 $250k+ 

10 42 $6492 $0k-$25k 

Recoding changes every data value in a set of 
microdata. Usually, this means the data is 
recoded into an interval, either directly or 
through rounding. 

This data was recoded into intervals 
of $25k. 

Выступающий
Заметки для презентации
Recoding affects every value in a microdata file by placing every value within a set of intervals. Rounding can also be used to recode data if the rounded values are no longer unique enough to be used to identify individuals.

In this simple example, the data was recoded into increments of $25k. Notice that this data set also has top-coding because the highest interval is $250k+.

In practice, in order to preserve confidentiality, the intervals need to contain a large enough number of data. The Census Bureau has used 10,000 people or households in the past as the threshold. If an interval does not meet that threshold, then it need to be combine with another category until it does.
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Data Protection Methods: Data swapping 
Id Age Actual Wealth Postal code 

1 26 $25988 20942 

2 34 $32458 47892 

3 22 $75483 91003 

4 45 $18574 47743 

5 64 $15302956 10293 

6 41 $192834 88391 

7 19 $33859 20341 

8 42 $196 33061 

9 37 $274858 09281 

10 42 $6492 77801 

Id Age Actual Wealth Postal code 

1 26 $25,988  47892 

2 34 $32,458  20942 

3 22 $33,859  91003 

4 45 $15,302,956  47743 

5 64 $18,574  10293 

6 41 $274,858  88391 

7 19 $75,483  20341 

8 42 $196  77801 

9 37 $192,834  9281 

10 42 $6,492  33061 

Выступающий
Заметки для презентации
Data swapping switches values between cells in order to ensure the original combination is hidden.

Usually, an algorithm exists to determine which cells are the best to swap based on additional information like geographic proximity, similarity of values, or rank ordering (Rank Swapping).

In this simple example, the age was ranked and then data in every pair of rows was swapped, alternating between swapping the wealth and swapping the postal code.

In practice, only a small portion of responses might need to have data swapping applied to them. Unique combinations of certain variables that elevate a person or household’s risk of identification are candidates for swapping. As in this example, the records are then matched somehow with other records and some of their variables are swapped.

Clearly, swapping can distort the results in smaller geographic areas, but results in larger geographic areas will remain unaffected. It can also distort joint distributions within a file.
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Data Protection Methods: Synthetic data 

Synthetic data are modeled statistical outputs released in a format 
that closely resembles confidential data. 

Synthetic data are useful when other methods produce results 
that do not make sense. 

To create synthetic data, a model is built on existing data, unique 
records in the data are identified, and replaced with a value 
generated from the model. 

Выступающий
Заметки для презентации
Synthetic data are modeled statistical data that closely resembles confidential data. Synthetic data can be created for individual values within a data set or an entire data set can be generated from the model.

Usually, synthetic data make up only part of a set of data. The Census Bureau has used synthetic data in several data products involving group quarters (i.e. college dorms, nursing homes, etc.) data. Because of the nature of the group quarters data, another method like data swapping would not make a lot of sense. The result of swapping might place an 80 year old into a college dorm.

[See final bullet about creating synthetic data.]

Do you create synthetic data sets for any of your data products? Which ones?
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Data Protection Methods: Noise infusion 

Data from each respondent is perturbed 
by a small amount in either direction. 

Id Firm Material Costs Noisy Costs 

1 26 $25988 $26994  

2 34 $32458 $32078  

3 22 $75483 $76464  

4 45 $18574 $18368  

5 64 $15302956 $13798675  

6 41 $192834 $173570  

7 19 $33859 $35572  

8 42 $196 $215  

9 37 $274858 $250616  

10 42 $6492 $6851  

Noise can be added mainly to sensitive 
cells while leaving other cells basically 
unchanged. 

Выступающий
Заметки для презентации
Noise infusion involves perturbing a cell’s value by a certain amount (usually a percentage) around its actual value.

Noise infusion has the advantage that it is relatively simple to implement and allows for full release of tables compared with a method like cell suppression.

The noise added can be tuned to only affect sensitive cells in a large way while leaving other cells basically unchanged. Many different noise distributions can also be created and used.

The Census Bureau uses this method in many of its economic data products.

In this simple example, a firm’s material costs are multiplied by a random number that is between 0.9 and 1.1. The top-coded and bottom-coded values from our earlier example have more extreme values applied to them.
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Data Protection Methods: Microdata 

When releasing microdata: 
1. Eliminate information that directly identifies individuals, geolocation data in particular. 

2. Suppress data that may indirectly identify individuals. 

3. Introducing uncertainty into the reported data. Swapping data. 

To reduce the potential for disclosure, most public-use microdata files: 
• Include data from only a sample of the population. 

• Do not include obvious identifiers. 

• Limit geographic detail. 

• Limit the number and detailed breakdown of categories within 
variables on the file. 

Выступающий
Заметки для презентации
Microdata files require special care when being released as they contain the most sensitivity information, namely everyone’s actual data.

[slide information]

What sorts of microdata do you release? How do you achieve confidentiality?
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Disclosure Avoidance Discussion 

What are your organization’s requirements for limiting disclosure of PII? 

Which of these techniques do you use? And, in what context? 
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Differential Privacy 

“Giving overly accurate answers to too many questions will inevitably destroy privacy.” 
- Dwork and Roth, The Algorithmic Foundations of Differential Privacy 

“Too many statistics published too accurately from a confidential database exposes the entire 
database with near certainty” 

– Dinur and Nissim 2003 

Выступающий
Заметки для презентации
Differential privacy is a relatively new method for disclosure avoidance at the Census Bureau. The theories themselves have been around for about 15-20 years, but the 2020 US Census was the first time the Census Bureau employed differential privacy protections to its disseminated data.

As we saw earlier, differential privacy is a tool for protecting against inferential disclosure – the recreation of individual data from published data sources.

Because of advances in computing power, it is possible to recreate confidential databases from published statistics.

As Dwork and Roth say: [see slide quote 1]

Dinur and Nissim published the original paper on differential privacy. They describe the problem as: [see slide quote 2].

So, the challenge is to publish enough information so they we fulfill our obligations to our stakeholders, but not so much information that we compromise the privacy of our respondents.
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Have you interacted with a differentially private system? 

Выступающий
Заметки для презентации
Before we start, we’d like to see if anyone here has interacted with a differentially private system. Does anyone know if they have interacted with a differentially private system?

Ok, stand up if you use any of these products or devices:

The Google Chrome web browser?
An iPhone (or other Apple device) with a recent version of iOS?
A Windows 10 phone?

All these products use differential privacy when collecting information about how their programs are working, so bugs, crashes, etc.
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What is Differential Privacy? 
Differential Privacy is a mathematical framework for measuring the precise disclosure risk associated with each release 
of confidential data. 

Privacy and machine learning: two unexpected allies? 

Выступающий
Заметки для презентации
So, what is differential privacy?

[See definition on slide]

It seeks to quantify the privacy loss to individuals given that most organizations would like to release aggregate statistics.

Notice that what we are talking about is the framework for measuring privacy loss, and not the actual mechanism for protecting privacy. The actual mechanisms for protecting privacy, which we discussed earlier, can be used within a differentially private framework – indeed, the Census Bureau uses a few of them in its new disclosure avoidance system for the 2020 census.

This framework also allowed the Census Bureau to better understand how much privacy its previous efforts at disclosure avoidance achieved, which then, provided the impetus for using differential privacy in their updated disclosure avoidance system.

The main idea behind differential privacy is that systems which seek to protect privacy while releasing some data must make sure that the data they release (i.e. the answers they give) would be indistinguishable if the data for a given person or entity was removed for the database.

Generally, this is quantified probabilistically: the odds that an “attacker” could distinguish between the responses between these two similar databases. 0 being the attacker would be unable to distinguish the two databases and 1 being the attacker knows which database is which. Probabilities in between represent the odds that the attacker would correctly guess the databases.

Another way to think about this is from the attacker’s perspective.

The attacker is looking at public data and wants to see what private knowledge they can gain. The private knowledge can be thought of as a series of possible databases that would produce the public data at which the attacker is looking. By carefully looking at the public data, the attacker seeks to eliminate databases from consideration until they arrive at the smallest number of databases they can get without guessing.

It would seem like this would take forever and, in the past, it would have. But, advances in computing power, machine learning algorithms, and the creation of vast stores of public and private individual information, have made this type of work realistic for just about anyone with an interest.

So, differential privacy seeks to prevent this, but does so by giving data providers a tool to understand how much their releases affect the privacy of their respondents.

http://www.cleverhans.io/privacy/2018/04/29/privacy-and-machine-learning.html
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Reconstruction and Reidentification Attack 
For the 2010 census, the Census Bureau published 150 billion statistics about a population of 310 million people. This is almost 500 
statistics for every person from a 10-question questionnaire! 

Reconstruction Attack – using 
publicly available data or 
statistics to (partially) create a 
database that is identical to a 
private database. Statistics 
published about a database 
allow this to happen. 

Reidentification Attack 
(linkage attack) – using publicly 
available data or auxiliary 
information to identify individuals 
in a private database. 

Census Statistics 

Computing Power 

Algorithms/Code 

Reconstructed 
Census 

Microdata 
Database 

Public 
Administrative 

Data 

Business User 
Data 

(Purchased or 
Data Breach) 

Reidentified 
Census 

Microdata 
Database 

Выступающий
Заметки для презентации
As mentioned earlier, inferential disclosure occurs when publicly available data allow an individual’s characteristics to be identified more accurately.

[See 2010 Census statement on slide]

[Reconstruction and reidentification attack definitions]

These statistics, along with other resources that have become available over the last 10 – 20 years, have allowed reconstruction and reidentification to be much more feasible.
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Privacy vs. Accuracy 

Disclosure Avoidance for the 2020 Census: An Introduction 

Выступающий
Заметки для презентации
As statistics offices, we need to protect data. However, lots of the data we collect has useful purposes: building schools, identifying populations in need of assistance, etc. So, there is a fundamental tradeoff between accuracy and privacy.

This graph represents that tradeoff. In the lower left corner labeled “No accuracy”, we would publish NO statistics from the census. So, there is no Privacy Loss, but also no information and no accuracy. In the upper right corner labeled “No privacy”, we would publish the full set of responses from the census. So, there would be full Privacy Loss, but perfectly accurate information.

This tradeoff is driven by the amount of noise being injected into the data. Adding more noise reduces privacy loss but also reduces the accuracy of the data. While less noise, increases accuracy but also increases privacy loss.

To go back to the attacker’s perspective, if two possible similar databases seem equally likely then the attacker won’t know which to choose. In this context, “similar” generally means databases that are different by a single record.

https://www2.census.gov/library/publications/decennial/2020/2020-census-disclosure-avoidance-handbook.pdf
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Advantages and Disadvantages 

Advantages 

• Closed under composition 
• Robust to post-processing 
• Future-proof 
• Provable and tunable 
• Public and explainable 
• Protects against database 

reconstruction attacks 

Disadvantages 

• Entire country must be 
processed at once for best 
accuracy. 

• Every use of the private 
data must be tallied in the 
privacy-loss budget. 

Выступающий
Заметки для презентации
Advantages of noise injection with differential privacy:
Privacy operations are closed under composition – so can compute an overall privacy-loss budget.
Privacy guarantees are robust to post-processing – i.e. processing after release doesn’t yield privacy losses.
Privacy guarantees are future-proof – future improvements in computing don’t degrade protection.
Privacy guarantees are provable and tunable
Privacy guarantees are public and explainable – includes parameter values, codes, algorithms
Protects against database reconstruction attacks

Disadvantages:
Entire country must be processed at once for best accuracy.
Every use of the private data must be tallied in the privacy-loss budget.
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Privacy-Loss vs. Accuracy as Social Choices 

Disclosure Avoidance for the 2020 Census: An Introduction 

Выступающий
Заметки для презентации
Now, let’s take a specific look at an important aspect of differential privacy: the privacy-accuracy tradeoff as an expression of social choices.

Here we see the same privacy-loss vs accuracy curve as before. A red tangent line has been added that an economist might call a marginal benefit line – what your stakeholders/citizens are willing to pay in terms of increased privacy loss for the added value of more accuracy. The line is hypothetical and will differ for different groups of people.

Ideally, we would have an idea of what the red line looks like for our stakeholders/citizens and then, we could find the intersection of the privacy-loss/accuracy curve and the marginal benefit line. However, reality is not so simple.

For example, the US doesn’t really have statutory guidance for the question of this privacy vs accuracy choice. It even has conflicting requirements: Supreme Court has said one-person, one-vote and that sampling is prohibited. The Voting Rights Act requires creation of majority-minority districts in certain situations. And Title 13 requires not publishing exact identifying information.

So, our requirements say: publish data so that we can know where everyone is located (for redrawing legislative districts) and what some of their characteristics are (so that everyone can be represented fairly) but do it in a way that we can’t figure out who anyone is.

It is an inherently challenging undertaking which necessitates lots of feedback from stakeholders and providing stakeholders with lots of opportunities to evaluate example results produced by the new disclosure avoidance system.

https://www2.census.gov/library/publications/decennial/2020/2020-census-disclosure-avoidance-handbook.pdf
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Privacy-Loss vs. Accuracy Discussion 

What sorts of factors influence how your organizations approach the privacy-loss vs. accuracy tradeoff? 

How do you think your stakeholders view the privacy-loss vs. accuracy tradeoff? Does their view align with yours? 

Are there any constraints or obstacles that you might face when trying to protect privacy or improve accuracy? 

Выступающий
Заметки для презентации
We’ve given you a summary of the Census Bureau’s experience with implementing a disclosure avoidance system that uses differential privacy. We’d like to hear how your organizations approach the privacy-loss vs accuracy tradeoff.

[See questions]
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